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NOAA	Citizen	Science
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Case	Studies

1. CoCoRaHS
2. Cooperative	Observer	Program
3. Cooperative	Shark	Tagging	

Program
4. Hudson	River	Eel	Program

Known	
Participants

1. Steller	Watch
2. Cyclone	Center
3. CrowdMag

Unknown	
Participants
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Unknown	Participants
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Steller	Watch
• Participants	help	with	photo	ID	research
• Uses	Zooniverse platform
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Binary	Workflow
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3	Option	Workflow
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Data	Quality
Methods
• Pilot	group	test	responses
• Binary	Workflow:

7 reviewers/image (5 if all in agreement)
• 3	Options	Workflow:

13 reviewers/image
Lessons	Learned
• Binary	(yes/no)	workflows	best;
Saves	analysis	time

• Pilot	group	helpful
• Is	cit sci best	approach?
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Cyclone	Center
• Participants	answer	questions	about	
satellite	imagery	of	tropical	cyclones

• Uses	Zooniverse platform
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Sample	Question	1
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Sample	Question	2
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Data	Quality
Methods
• Reviewers/image:	30 to 10

• Expectation-Maximization	(EM)	Algorithm	
Lessons	Learned
• Do	analysis	early	to	maximize	your “clicks”
• Short-term	goals
• Simple	works	best
• Is	cit sci best	method?
• Discovery	vs	classification
• Invest	in	good	tutorials
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CrowdMag
• Participants	provide	
magnetic	field	
measurements	via	smart	
phones

• Help	fill	gaps	in	
geomagnetic	data	
coverage,	improve	models	
of	Earth’s	magnetic	field
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Data	Quality
Methods
• High	volume	data	collection
• Use	median
• Compare	data	to	model
• Compare	surrounding	data
Lessons	Learned
• Data	quality	improved	with	large	
numbers

• Can	generate	localized	maps	with	
greater	resolution

• Community	engagement



Known Participants
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CoCoRaHS
• Participants	measure	and	map	precipitation
• Provides	high	quality	precipitation	data	for	use	
by	NWS,	emergency	managers,	hydrologists,	
many	others
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Data	Quality
Methods
• Data	entry	(range checks)

• Post	entry	(manual, automated)

• Ticketing	system
• Training,	video	
Lessons	Learned
• Most	errors:	reporting,	not	measuring
• Volunteers	appreciate	being	contacted
• Expect	mistakes,	especially	typos
• Value	of	metadata
• Future,	AI/machine	learning
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Cooperative	Observer	Program
• Participants	measure	daily	air	temps,	precip
• Supports	U.S.	climate	records	and	weather	
forecasts,	models,	and	warnings
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Data	Quality
Methods
• Data	entry	(WxCoder3)

• Monthly	closeout	reviews	
(observer, WFO)

• NCEI	automated	checks
(spatial, climatological, etc)

• Ticketing	system
Lessons	Learned
• More	extremes	make	QA/QC	
more	difficult

• >100	years	supporting	
forecast	validation,	climate,	
drought	monitoring
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Cooperative	Shark	Tagging	Program
• Participants	(mostly fisherman) tag	sharks
• Provides	information	on	shark	biology,	
movements,	migrations,	abundance,	age	and	
growth,	mortality,	and	behavior
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Data	Quality
Methods
• 1st Step:	Follow-up	with	
participants	(rapid, pictures)

• 2nd Step:		Database	quality		
controls (data entry, maintenance)

Lessons	Learned
• Volunteers	happy	to	be	
contacted

• Integrated	Mark/Recapture	
Database	System	(I-MARK) 
improved	QA/QC

• Volunteer	incentives
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Hudson	River	Eel	Project
• Participants	catch,	count,	release	American	eels,	
a	species	in	decline

• Provides	data	on	eel	population,	biology
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Data	Quality
Methods
• Quality	Assurance	Project	Plan
• Simple,	seasonal	participation
• Volunteer	training,	oversight
• Staff	manual	data	review	(x2)

Lessons	Learned
• Need	paper,	electronic	data	records

(value of metadata)

• Simple	procedures	for	volunteers	improve	data	
quality

• Volunteer	participation	(seasonality, internal incentives)
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Common	Themes

Simplicity	enhances	data	quality

Value	of	metadata

Paired	manual	and	automated	checks

AI/Machine	learning	and	citizen	science
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Known	vs.	Unknown	Participants

Unknown	
Participants

• Pilot	test
• The	value	of	simple	
questions

• Is	citizen	science	
the	best	approach

• Higher	data	volume	
and	data	quality

Known
Participants

• Value	and	
benefits	to	
following	up	with	
volunteers	on	
questions

• Reporting	errors	
most	common
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Recommendations

Keep	it	simple

Pilot	test	early

Combine	manual	and	automated	checks	

Engage	volunteers	with	questions	(soon)

Ask	if	citizen	science	is	the	best	approach
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Questions?
Laura.Oremland@noaa.gov


