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Zarr in Pangeo 

Email: rsignell@usgs.gov
Github: @rsignell-usgs
Twitter: @rsignell

Rich Signell – USGS, for ...
Alistair Miles - University of Oxford

Ryan Abernathy - Columbia University
Joe Hamman - NCAR

Matthew Rocklin – Anaconda, Inc.
… and the rest of the Pangeo team
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Pangeo Architecture
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(Cosgrove et al)

One month of forcing and 
output is 15TB

NWM is part of the Big Data 
Project, with data being 
pushed to the Cloud:

Forecast data:
s3:noaa-nwm-pds

25 year reanalysis:
s3:nwm-archive 
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The Problem…



5

Zarr provides a Solution…

For this use case, Zarr is 10x faster





• Developed to address problems with NetCDF/HDF on cloud storage
• Simple format, clear specification
• Each chunk is stored as a separate binary object
• Lightweight global and variable metadata stored as JSON
• Groups, filters, compression using Blosc
• Free, open-source software
• Read/write using Xarray  
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Zarr Format



Zarr Format



Zarr Format
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Compression and Performance

From:  Alistair Miles’ Blog 

https://github.com/alimanfoo/alimanfoo.github.io/blob/master/_posts/2016-09-21-genotype-compression-benchmark.md


11

Zarr is community-driven



In the last year:

• Representation of NetCDF standardized as a convention
• Unidata formally announced they are developing support for Zarr in the NetCDF C 

library
• Consolidation of metadata option
• Continued growth of use within the Pangeo community
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Zarr Progress



read 58GB dataset written with chunks, filters, compression
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http://pangeo-data.org https://www.youtube.com/watch?v=qyJXBlrdzBs

http://pangeo-data.org
https://www.youtube.com/watch?v=qyJXBlrdzBs

