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COAWST: Coupled Ocean, 
Atmosphere, Wave, Sediment 
Transport modeling system

(John Warner, USGS)

200TB of NetCDF files

Wave heights due 
to surface winds.

Water levels and 
surge can create 
coastal flooding.

Seafloor bottom stress 
affects marine infrastructure.

Changes in 
seafloor elevation 
due to erosion and 

accretion.

Sediment Transport Modeling at USGS
Wind and Waves

Water Levels

Bottom Stress

Sea Bed Erosion 







http://pangeo.io



Pangeo Cloud Environment

Dask Cluster runs on Kubernetes



Pangeo Laptop/HPC Environment

Dask Cluster runs on HPC or local machine



Run Jupyter on remote machine

On remote machine:   $  bash start_jupyter.sh

#!/bin/bash
jupyter notebook --no-browser --ip=`hostname` --port=8888 
echo "ssh -N -L 8888:`hostname`:8888 -L 8787:`hostname`:8787 
$USER@gamone.whoi.edu”

On local machine: 

$ ssh -N -L 8888:gamone:8888 -L 8787:gamone:8787 rsignell@gamone.whoi.edu



Dan’s Task: 
Calculate mean salinity from 700GB dataset

Method #1: Run Python locally, download 700GB data, access Netcdf files locally

Method #2:  Run Python locally, access remote data using OPeNDAP 

Method #3:  Run Python remotely on Sand, access NetCDF files on Sand

Method #4:  Run Python remotely on Poseidon, access NetCDF files on Poseidon

Method #5:  Run Python on cloud, access Zarr dataset from Cloud

https://nbviewer.jupyter.org/gist/rsignell-usgs/f61ef44152fa7ed9605204b116798cea
https://nbviewer.jupyter.org/gist/rsignell-usgs/786d13f0db19d3acda24626a6248fb35
https://nbviewer.jupyter.org/gist/rsignell-usgs/6c60dd7998eba1ceb3f735db377a8e02
https://nbviewer.jupyter.org/gist/rsignell-usgs/475ac9b9752e639d73b43077814a8af5


One month of 
forcing and output 
is 15TB

NWM is part of the Big 
Data Project 

Forecast data is being 
pushed to AWS

(24 year retrospective is 
available on Open 
Commons Consortium 
and AWS)

But there is a problem...

(Cosgrove et al)



National 
Water Model 
Demo

http://www.youtube.com/watch?v=2TkZa0s58qs










Pangeo is not just for big data...

USGS Deep Learning Workshops
Flagstaff, July 10-12 & Denver, Sep 25-27, 2018

35 Students used ESIP Pangeo on AWS with no issues.
Data was stored on S3, no data moved from Cloud. 
Students only needed their web browsers.



Pangeo is not just for model output
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The Future: All data proximate “in the I2 
Sense”

Google
Amazon

Microsoft

NSF XSEDE 
JetStream 

I2

I2

I2

I2



Cloud Benefits: Scales with users and demand; Unlimited size datasets; Massive 
datasets can be crunched with many processors; Users don’t need to buy or 
maintain fancy hardware, software or fast internet
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