
SUMMARY METHODS
This study implements a deep convolutional neural network 
with the great potential to recognize patterns of pollen 
phenomena that enable the prediction of pollen 
concentrations. 
The model is trained using data from 2009 to 2015 from 
multiple meteorological data sets, satellite data, and processed 
data reflecting pollen flux as input for the model. The model 
forecasts pollen counts one to seven days ahead for the entire 
year of 2016.  The performance of the algorithm for pollen 
prediction was evaluated using statistical parameters and 
categorical statistics evaluation by comparing 1-7 forecast to 
observation. The algorithm obtains a relatively high index of 
agreement (0.81-0.90) and Pearson correlation coefficient 
(0.88-0.75). Evaluation of categorical statistics based on 
defined threshold levels show satisfactory results. 

Highlights
• Model developed and tested for real-time daily forecast
• Model can forecast daily pollen concentrations within minutes
• Good accuracy for daily weed and tree pollen forecast for 2016
 

Pollen data has been measured and acquired from the 
Houston Department of Health and Human Services (HDHHS) 
archives. Pollen data contains daily pollen (count/m3) of 25 
tree species, 15 weed species and one generalized grass 
species. We obtained meteorological data from the Texas 
Commission on Environmental Quality (TCEQ), which 
operates the Continuous Ambient Monitoring Sites (CAMS) in 
various metropolitan areas within the state of Texas. We 
selected data from CAMS station 695 (Moody Tower, near 
Downtown Houston) for its close proximity to the HDHHS 
pollen measurement station.

Map of Study Area
  

Fig. 1: Map of the study area in Houston. Moody Tower (Red) is the location of 
collected meteorology data. Pollen Station (Blue) is the location of collected pollen 
concentration data. A grey area (centered on the Pollen Station) represents the 
Leaf Area Index (LAI) based on MODIS data for pollen flux calculations.
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Fig. 2: Structure of the Deep CNN pollen forecasting system. Input data consist of 
pollen measurements, meteorological data, and processed data. 

Processed data consist of:
• Meteorological adjustment factor (Ke)

Tte, RHte, and WSte represent the threshold values for 
temperature, relative humidity, and wind speed respectively. 
C1, C2, and C3 are meteorological resistance factors.

• Normal pollen distribution (Ce)

Where d is the number of consecutive days which pollen 
measurements meet or exceed the pollen count, µ is the mean 
distribution, and σ is the standard deviation.

• Characteristic concentration (C*)

Where canopy height (hc) is the mean canopy height of the 
vegetation species. LAI is the computed mean Leaf Area Index 
from MODIS satellite image data for the respective time 
period. pq is set as ‘Pollen Count +1’.

• Pollen flux (Fp)

Where u* is the averaged frictional velocity

Deep CNN Model

Fig. 3: Simple representation of the Deep CNN model. 

For evaluation, the categorical statistics evaluation, and 
pearson correlation coefficient (r) and index of agreement 
(IOA) statistical evaluation methods are used. Each pollen 
category and days predicting ahead are evaluated. 

The categorical statistics evaluation consist of:
• Hit Rate (HIT)
• Critical Success Index (CSI)
• False Alarm Rate (FAR)
• Equitable Threat Score (ETS)
• Proportion of Correct (POC)  

Categorical statistic evaluation from 4 quadrants:
Na - Predictions above and observations below threshold
Nb - Prediction and observation above threshold
Nc - Predictions and observations below threshold
Nd - Predictions below and observations above threshold

Categorical Statistics Evaluation Overview

Fig 4: Overview on categorical statistics evaluation method. Threshold levels 
represent the concentration of pollen when allergic symptoms become significant. 
Threshold lines split the plots (right) into 4 quadrants, which are used to evaluate 
the model as an alarm system based on 5 categories (left).

Table 1: Statistical evaluation results of the deep convolutional neural network 
model based on threshold values for the respective pollen categories, their season 
ranges, and forecasting days ahead.

Fig 5: Time series of the deep convolutional neural network (CNN) model forecasting 
of Weed, Tree, Grass, and Total (sum of the tree, grass, and weed pollen) pollen 
concentrations one day ahead for 2016. Blue indicates the observed pollen 
concentration, and red indicates forecasted pollen concentration. Respective 
statistical scores are based on the entire year of 2016.

Fig 6: Deep convolutional neural network model (CNN) performance in forecasting 
tree, grass, weed, and total pollen 1-7 days ahead for the entire year of 2016. Red 
(IOA) and blue (Pearson correlation coefficient) lines represent the mean 
performance of the model over multiple runs. Shaded areas represent the maximum 
and minimum performance of the multiple runs for each category.

Conclusion: Our Deep CNN model forecasted real-time 
concentrations of pollen with favorable statistics within minutes 
of initializing the model.  Thus, the computational efficiency of 
the deep CNN algorithm could supplement deterministic and 
regression models to more accurately and rapidly forecast 
pollen concentrations - offering a more reliable warning system 
for populations at high risk of pollen-related allergies.

SUMMARY METHODS RESULTS
Deep learning algorithms offer high potential in pattern recognition and prediction of 
different pollen phenomena. They work by using a computation model inspired by the 
structure of neurons in the human brain. 

This study uses seven meteorological data sets and daily pollen concentrations of the 
previous day as predictant for the model. The performance of the algorithm for pollen 
prediction was evaluated using statistical parameters by comparing daily prediction 
results to observation. Feature importance of the input data has been performed to 
identify which input parameters have the greatest relevance to the prediction of the 
Deep Neural Network (DNN). Prediction of the model achieved Index of Agreement 
(IOA) of upto 0.89, validating the accuracy of the system.

Study area is within proximity of the Houston, TX, Medical Center.  
Pollen data has been measured and acquired from the Houston Health Department. 
Pollen data contains daily pollen count/m3 of 25 tree species, 15 weed species and one 
generalized grass species. 

For prediction purposes: 
  > Tree Pollen = sum of all tree species 
  > Weed Pollen = sum of all weed species  
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Fig. 3: Box and Whisker plot of the difference between Observation and Total Pollen 
prediction of the model for each month of 2017.  

During peak season for the respective major pollen species, the model underpredicts 
pollen concentration. Most pronounced is from the tree pollen species, due to the large 
concentrations during the spring. The box plot (Figure 3) of the difference between 
observation and prediction results further exemplifies the underprediction of the model 
during peak pollen season. 

Fig. 4: Pie charts indicating the importance analysis of meteorological input variables 
by the random forest model. Pollen input variables have been excluded to emphasize 
the weights of meteorological data to the DNN model predictions.

Random Forest importance model analysis identifies which input variables have the 
greatest weight for the model prediction.               Previous day pollen input achieved 
the highest importance in predicting future pollen in all cases (ranging from 67 to 76 
percent). Figure 4 focuses on the meteorological input importance of Tree, Weed, and 
Grass Pollen. Wind speed meteorological input was the most/second most important 
input for the prediction of pollen. For weed pollen prediction, pressure had the most 
meteorological importance for the prediction of pollen.
 
Precipitation had the least importance for the prediction of pollen in all cases. The 
reason for such a conclusion is due to over 80% of the precipitation data containing 
values of zero. The excess amount of zero values causes the system to classify  
precipitation to have the least impact on pollen concentrations. 

Fig. 1: Basic structure of the pollen prediction system. Meteorological data were 
acquired from TCEQ and consist of 24 hourly measurements. Pollen data was 
acquired from the Houston Health Department and consists of one daily measurement. 
Meteorology and Pollen are set as input values for the DNN and Random Forest 
models. Training of the models consist of data from 2012 to 2016. The output 
(prediction) of the DNN is for the year 2017.

Meteorology data was managed by and acquired from Texas Commission on 
Environmental Quality (TCEQ). For meteorology data, UH Moody Tower and Park 
Place have been chosen due to their proximity of the pollen station. The data 
comprises of hourly measurements of Temperature (F), Precipitation (in), Wind Speed 
(mi/h), Wind Direction (Deg.), Relative Humidity (%), Solar Radiation (Ly), and 
Pressure (mbar). 

For training purposes of the DNN, data from 2012 to 2016 was used. Input data for the 
neural network comprised of 24 hour meteorology data and 1 day pollen data of the 
previous day of prediction. Predicitions were run continuously based on previous day 
meteorology and pollen data from January to October 2017.

Fig. 2: Time series of the Deep Neural Network predictions for 2016. Observation 
pollen concentration is marked in blue. Prediction of pollen concentration is marked in 
red. Tree, Weed, and Grass predictions were made during their respective peak 
seasons. Total pollen is the sum of Tree, Weed, and Grass pollen. Pollen prediction 
was conducted from Jan. 01 to Dec. 31, 2016.

The Deep Neural Network achieves promising results. The neural network had the 
most difficulty in predicting peak grass pollen concentration, achieving an Index of 
Agreement (IOA) of 0.70. The best prediction result (IOA = 0.89) of the model is 
achieved when the model predicts the sum of tree, grass, and weed pollen for the year 
2017. Tree and weed predictions during their peak season achieved an IOA of 0.83 and 
0.79 respectively. 

The neural network is able to follow the seasonal trends of the respective pollen 
observations. The model was unable to capture the inital peak of weed pollen during 
September. Furthermore, the model was unable to predict grass pollen count below 
eight pollen counts per cubic meter. 

Acknowledgement: We acknowledge the Texas Commission on Environmental Quality 
(TCEQ) and Houston Health Department for sharing their data. We also wish to recognize 
useful suggestions by Anirban Roy1. 
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