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Project Overview

Big data analytics requires significant computing support for model
simulations, e.g. dust, flooding, fire, storm, require High
Performance Computing (HPC)

Most center projects need computing support

The community suggested the building of a cross site center wide
computing infrastructure to remove duplication and improve
computing capability to meet center advancement needs.

Develop and maintain a spatiotemporal computing infrastructure.
Provide spatiotemporal computing coordination to all projects that
need computing by

— Acquiring a high performance computing facility

— Developing data mining components to detect security, usage and
other patterns of interest

— Maintaining a highly capable research staff support for computing
optimization
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Infrastructure setup and network configuration
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Cloud configuration example - Openstack
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ervice Communities

Dust storm moving through Phoenix Thursday, July 3, 2014 (Source: CBS 5 News)

EARTHCUBE

NSF EarthCube Integration ‘ S I P

and Testing Environment (ECITE): %

The Federation of Earth Science Information Partners
Fostering connections to make data matter

Dashboard : Project Management > Project

ASSOCIATION of

) Action = Project title Description Date Created v Cloud Account Allocated Funding ($
AMERICAN GEOGRAPHERS
o n BCube BCube in ECITE Apr 22,2016 2:19:06  aws-ecite-operate  2000.00
PM
o u emily-project For testing Apr 19, 2016 5:52:13  aws-ecite-operate  500.00
PM
o u STCtestbed STCtestbed Apr 11,2016 2:27:28  aws-ecite-operate  2000.00
PM
o ﬂ EarthCube- NSF EarthCube DASHER CD Apr7,2016 4:27:49  aws-ecite-operate  500.00
DASHER PM
o u CINERGI Community Inventory of EarthCube Resources for Feb 29, 2016 aws-ecite-operate  2000.00
Geosciences Interoperability 10:26:16 AM
@] n CHORDS Cloud-Hosted Real-time Data Services for the Feb 22, 2016 aws-ecite-operate  2000.00
Geosciences 11:01:28 AM W
.




Accomplisments

* Hardware: an NCCS (NASA Center for Climate Simulation),
donation of 504-node computer cluster with two 20Gbps
internal connections and a 1Gbps management
connection

* Websites:
— Information portal: cloud.gmu.edu

 Documents:
— Maintenance documents
— User manuals
— Operation specifications




Impact

Consolidate and reduce cost spent on computing resources at
the center

Provide a computing testbed for center projects and potential
|IAB directed research

Accumulate advanced computing operation experiences
Serve NSF EarthCube program through ECITE
Serve ESIP through its cloud computing cluster

Serve the community through AAG, Geo4All, etc.




Sample projects on the cloud
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A web portal to ease the remote interaction between climatologists, climate
data, analytic operations, and computing resources (e.g. using SQL query and

Scala/Python notebook)

Supported by NCCS (NASA Center for Climate Slmulatlons/DameI D

AWS:

http://10.192.20.172:8080/#/notebook/2C172AC58
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MUDROD, NASA AIST 2014, Managed by
Mike Little

@ January 15t 2014, 21:31.0380 vmsa MUDROD LR Search Operator: @ Phrase @ And @ Or
87 matches Related searches
Short Name 2 LIM_12 surface wind (1)
Long Name Rapidscat Level 28 Ciimate Ocean Wind Vectors in 12.5km Footprints )
) Topic
Selected Fields s 2- Docanb D14,00000000 Release Date 0500612016 wind speed (0.93)
Abstract This dataset contains the RapidScat Level 2B 12.5km Version 1.0 Climate quality ocean surface wind vectors. The Level 2B wind vectors are binned quikscat (0.88)
ona 125 km Wind Vector Cell (WVC) grid and processed using the using the *full aperture* normaized radar cross-section (NRCS, 2 ka. Sigma-0) from the L1B dataset.
RapidScatis a Ku-band dual beam circular rotating scatterometer retaining much of the same hardware and functionality of QuikSCAT, with exception of the antenna sub-system vector (0.76)
— and digital inerface to the Intemational Space Station (1SS) Columbus module, which is where RapidScat is mounted. The NASA mission i offcally referred o s ISS- .
Avalable Fields pldgcal Unlike QuikSCAT, ISSrRapldspcat is no ! ’ ! wind data (0.75)
. 5 - topex poseidon wind (0.75)
Comments Short Name R EVEL_2B_OWV_COMP_12_
) Long Name RapidScat Level 2B Ocean Wind Vectors in 12.5km Slice Composites Version 1.2 quikscat wind (0.75)

Correlatio I I I I I I I I Topic ocean wind vector (0.75)
Release Date 041812016

Duration u Abstract This dataset contains the RapidScat Level 2B 12.5km Version 1.2 science-quality ocean surface wind vectors, which are intended as a replacement ocean wind data (0.75)
and continuation of the Version 1.1 data forward from orbital revolution number 5127, corresponding to 19 August 2015; the overlapping time period stariing on 19 August 2015

End time nd ¢ " corresponds to the first ime period of the recorded low signal-to-noise ratio (SNR). The Level 28 wind vectors are binned on a 12.5 km Wind Vector Cell (WC) grid and
processed using the Level 2A Sigma-0 dataset. RapidScat s a Ku-band dual beam circular rotating scatterometer retaining much of the same hardware and functionaiity of

13 A QuIKSCAT, with exception of the antenna sub-s.

Number of Keywords EImiz - _ATLAS_L4_OW_L3_0_WIND_ -

Timew source Long Name Cross-Calibrated Multi-Platform Ocean Surface Wind Vector L3.0 First-Look Analyses
Produceby . Tople
) June 30th 2014, 23:57:04.01 . N 2 43/ Nommining/Tsassionide20) €7 34 F004Ls oceonTvORSSacsionetats 0L Release Date 0511012009
ne 30 201, ZSTOL00 sesstont: o4 [SSEINR] 43/ Toorining/2sessonide22.67.34. 2004dsessionTypesessionstats 01 Abstract This dataset is derived under the Cross-Calbrated Mulf-Platform (CCMP) project and contains a value-added 6-hourly gridded analysis of ocean
4064requestType=cleanupLog201406 Request_count: 9 Duration: 1,067 Nusber of Keywords: 4 Tine: June 30th 2 surface winds. The CCMP datasets combine cross-calibrated satelite winds obtained from Remote Sensing Systems (REMSS) using a Variational Analysis Method (VAM) to
produce a high-resolution (0.25 degree) gridded analysis. The CCMP data set includes cross-calbrated satelite winds derived from SSM/1, SSMIS, AMSR-E, TRMM TMI
014, 23:39:17.000 End_time: June 30th 2014, 23:57:04.000 searchbatalistRequest_count: 4 QuikSCAT, SeaWinds, WindSat and other satellite instruments as they become available from REMSS. REMSS uses a cross-calibrated sea-surface emissivity model function
. which improves the consistency between wind speed retrievals fro.
SessionURL searchDataListRequest_byKeywords_count: 0 searchDataRequest_count: 1 keywords: cdrom,ocean wave,seawind,o
+ Yova] 9 . Vst o A9b /v i ThIOEES HIRONI0R1E Short Name P
Time ROD is funded by NASA AIST Program(NNX15AMBSG), developed by G ‘enter in collaboration with N

* Analyze web logs to discover user knowledge

* Data management

* Search engine

 OpenStack:

* http://199.26.254.151:8080/mudrod-service/




GMU-15-09 Planetary Defense
Funded by NASA PDCO

nasa PLANETARY DEFENSE (PD) FRAMEWORK GATEWAY

INTRODUCTION USER LOGIN
The NASA Planetary Defense Coordination Office (PDCO) was established in 2016 to study the mitigation of potential Near-Earth Object (NEO) impacts to our home planet. NASA Goddard and National Nuclear Security Administration (NNSA)
established a collaboration to study the short time response options to potentially hazardous objects (PHOS). The motivation of designing this architectural framework is to develop an integrated architecture for the process of detecting, LoTmm

characterizing and mitigating NEO threats. The projectis currently a conglomeration of individual facilities conducting separate research and this framework is meant to help define a collaborative system based on data reporting and sharing across

various elements of the collaboration project. With this architecture, the NEO project will increase the efficiency, accuracy, and timeliness of its assessments. The benefits that come from—1) maximizing the linkage between different organizations,

scientists, and amateurs that are conducting individual NEO research; 2) leveraging the current available computing resources to conduct computation intensive tasks, including data storage, data analysis and modeling processes; 3) developing a ol
sustainable architecture for the NEO defense system— to facilitate faster information sharing, more efficient computing capability, and the creation of a more effective mitigation design; 4) extending flexibly to future additions or evolutions of assets

from the broader PD community. By employing this architecture, the NEO efforts can achieve objectives more efficiently, while further exploring the possible mitigation methods in order to protect our home planet.

The architectural framework is designed to accommodate the process of detecting, characterizing and mitigating Near-Earth Object (NEO) threats. The architecture organizes current data and resources into useful information and correlates that .
information with the goals of the project. The architectural framework will enable scientists, organizations, and decision makers to locate, identify and resolve definitions, properties, facts, constraints and issues with potentially hazardous asteroids.

Our major focus is to design the data and information flow that models the complete process from NEO detection, to the design of mitigation strategies. —
The data and information flow depicts what kind of information will be input to and output from each subsystem within the whole process. There are mainly three
subsystems, NEO detection, characterization, and mitigation. During the NEO detection process, a diversity of observation systems are utilized to detect the
potential NEO. These observations are submitted to databases such as IAU's Minor Planet Center for cataloging. Based on the remote observations, attributes of a
NEO are calculated through trajectory analysis, such as diameter, spin state, mass, and orbit. The result of the analysis will trigger NEO characterization process

,N EO Mitigation .

NEOObservaticn DesgnRetormnce

tigation Actiers

P

Telescopic Desection

through meteoritic samples or precursor work to obtain the physical and chemical properties. During the NEO characterization process, the calculated NEO 00 &
properties are fed into physics-based models to calculate the energy deposition, hydrodynamics, and earth impacts, such as earthquakes and tsunamis. The T e———rr—
model results are used for mitigation analysis and designing multiple reference missions. Each mission will be assessed for its effectiveness and risks ;;‘-L‘“’“""
The system architecture is designed to describe the supporting infrastructure for the framework. There are four levels of infrastructures that support the mitigation oy ot e
system. Firstly, remote observation systems are needed to detect and track potential NEOs. Secondly, databases and catalogs are needed for the effective Rttty
management of NEO records with easy data access and sharing between organizations and agencies. Thirdly, computing infrastructure from Goddard is needed "'"""::
for efficient and accurate calculations for trajectory analysis, effectiveness assessment, risk analysis, and a visualization platform. Finally, HPC clusters at NNSA O @E

and NASA are needed to handle the intensive computation during physical based modeling. In addition, the promotion of interoperability, interagency information
sharing, and improved computing capabilities can largely facilitate NEO defense decisions. As a strategic information asset, the NEO defense architecture
framework will serve as an enabling tool to: support the alignment of resources with NEO defense actions, facilitate capability management, and ensure that
operational goals and strategies are met.

8ig Data Management, Simulation, Analyics &£ Bigoata ?

Hybrid Cloud Computing (@) EuUCALYPTUS

*  Domain Crawler
*  Search Ranking
*  Thanks to Myra Bambacus and Bernie Serry

OpenStack:
—  http://pd.cloud.gmu.edu/




Platform for Education

— Easy the teaching processes by using platform to customize
instances according to needs.
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— Different instances assigned to students, providing different
operation system environments and preinstalled with
different software




Functionalities being added

* One-button Hadoop

* Auto Scaling

* Load Balancing

* Develop big data management platform




NSF Spatiotemiporal Hybrid CloudPlatfOrmEsae

Overview Allocation Services Cases How to Use Contact Apply

Note: Please fill out all the sections/fields. If you have any question or additional requirements, please contact us: stc@gmu.edu

* You will receive a confirmation email while we are processing your application

Project name: Enter project name
Project participant Enter role(s) (e.g. Sarah - project manager; Peterson - priviledge user...)
role(s):

Please list your names and relevant roles (project manager*, priviledge user or end user). Your account(s) will be created based on the role(s)

Contact name: Enter name
Contact email: Enter email
Organization(s): Enter applicants' organization(s) (e.g. Sarah - gmu stc center; Peterson - nasa...)

Project description and
purpose:

» http://sites.cloud.gmu.edu/sthcp/form.php




Contacts

* Jingchao Yang, jyang43@gmu.edu

* Phil Yang, cyang3@gmu.edu




