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Project	Overview

• Big data analytics requires significant computing support for model 
simulations, e.g. dust, flooding, fire, storm, require High 
Performance Computing (HPC)

• Most center projects need computing support
• The community suggested the building of a cross site center wide 

computing infrastructure to remove duplication and improve 
computing capability to meet center advancement needs.

• Develop and maintain a spatiotemporal computing infrastructure.
• Provide spatiotemporal computing coordination to all projects that 

need computing by
– Acquiring a high performance computing facility
– Developing data mining components to detect security, usage and 

other patterns of interest
– Maintaining a highly capable research staff support for computing 

optimization



Infrastructure	setup	and	network	configuration
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Cloud software management architecture



Cloud configuration example - Openstack
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Planned Software/data infrastructure



Service Communities

NSF	EarthCube	Integration	
and	Testing	Environment	(ECITE):



Accomplisments

• Hardware: an NCCS (NASA Center for Climate Simulation), 
donation of 504-node computer cluster with two 20Gbps 
internal connections and a 1Gbps management 
connection

• Websites: 
– Information portal: cloud.gmu.edu

• Documents:
– Maintenance documents
– User manuals
– Operation specifications



Impact

• Consolidate and reduce cost spent on computing resources at 
the center

• Provide a computing testbed for center projects and potential 
IAB directed research

• Accumulate advanced computing operation experiences
• Serve NSF EarthCube program through ECITE
• Serve ESIP through its cloud computing cluster

• Serve the community through AAG, Geo4All, etc.



Sample projects on the cloud



GMU-15-01 ClimateSpark: An In-memory Distributed 
Computing Framework for Big Climate Data Analytics 

A	web	portal	to	ease	the	remote	interaction	between	climatologists,	climate	
data,	analytic	operations,	and	computing	resources	(e.g.	using	SQL	query	and	
Scala/Python	notebook)

Supported	by	NCCS	(NASA	Center	for	Climate	Simulations/Daniel	Duffy)

AWS:	
http://10.192.20.172:8080/#/notebook/2C172AC58



MUDROD, NASA AIST 2014, Managed by 
Mike Little

• Analyze web logs to discover user knowledge
• Data management
• Search engine 
• OpenStack:
• http://199.26.254.151:8080/mudrod-service/



GMU-15-09 Planetary Defense
Funded by NASA PDCO

• Domain Crawler
• Search Ranking
• Thanks to Myra Bambacus and Bernie Serry
OpenStack:

– http://pd.cloud.gmu.edu/



Platform for Education

• GGS 664 Spatiotemporal Data Structure
– Easy the teaching processes by using platform to customize 

instances according to needs.

– Different instances assigned to students, providing different 
operation system environments and preinstalled with 
different software

Data	container	study

TensorFlow study

Social	Media	study



Functionalities	being	added

• One-button Hadoop
• Auto Scaling 
• Load Balancing
• Develop big data management platform 



Apply for Platform Resources 

• http://sites.cloud.gmu.edu/sthcp/form.php
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